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Key Points:
• Magma flow regime abruptly transitions from viscous to plug flow throughout modeled eruptions
• Time-dependent and steady-state solutions agree for large chamber volume but differ for small chamber volume
• Time-dependent gas escape may explain the unique deformation time series at the only nearby continuous MSH GPS station
Abstract
Conduit models of volcanic eruptions simulate magma evolution through phase transitions and material changes during ascent. We present a time-dependent one-dimensional model of a chamber-conduit system to examine the temporal evolution of dome-forming eruptions. As magma ascends, volatiles exsolve and may escape vertically through the column or laterally through the conduit walls. Magma solidifies which increases viscosity, leading to a natural transition from viscous flow at depth to frictional sliding along the conduit walls near the surface, resulting in the extrusion of a semi-solid plug. The model evaluates time- and depth-dependent pressure, velocity, porosity and relative amounts of exsolved water to carbon dioxide. Transient effects arise when magma outflux from the chamber appreciably decreases pressure over the magma ascent timescale. For low magma permeability, transient effects increase porosity and velocity relative to steady-state solutions. For high magma permeability, efficient vertical and lateral gas escape depresses porosity and velocity at later times.

We use the model to predict three time-series datasets from the 2004-2008 eruption of Mount St. Helens: extruded volume, ground deformation and carbon dioxide emissions. We quantify sensitivity of model predictions to input parameters using the Distance-based Generalized Sensitivity Analysis. Chamber volatile content, volume and excess pressure influence the amplitude of observables, while conduit radius, frictional rate-dependence and magma permeability scale influence temporal evolution. High magma permeability can cause marked departures from exponentially decaying flux and may explain the unique temporal evolution of deformation observed at the only nearby continuous GPS station in operation at eruption onset.

1 Introduction
The increasing amount of data collected at volcanoes is driving advances in understanding the factors that control eruption type, duration and explosivity. Much of the data analysis focuses on inferences from individual data types, which range from ground deformation and seismic tomography to petrologic analyses and mapping of volcanic deposits. However, in recent years, significant efforts have been made to compare patterns in coeval datasets to build a more comprehensive view of magmatic systems, including tying ground deformation to eruption plume heights through changes in magma chamber pressure or volume (Hreinsdóttir et al. [2014] for Grimsvötn in Iceland and Kozono et al. [2014] for Shimmo-dake in Japan), attributing correlated deformation, seismic amplitude and sulfur dioxide emission time series to changes in magma depth in the conduit (Saballos et al. [2014] for Concepción in Nicaragua), as well as linking tilt and seismic cycles through magma flow-induced shear stress (Neuberg et al. [2018] for Tungurahua in Ecuador).

Moving beyond empirical pattern recognition, physical models offer insight into processes governing magma ascent from a reservoir to the surface. These conduit flow models are based on fundamental conservation laws for simulating flow from chamber to surface, but are complicated by the effects of phase changes on magma properties such as density and viscosity which in turn regulate magma flux [e.g. Gonnermann and Manga, 2007]. Most conduit models focus on steady-state solutions [e.g. Jaupart and Allègre, 1991; Papale, 2001; Mastin, 2002; Kozono and Koyaguchi, 2009], which apply when magma ascent is fast and the chamber pressure is approximately constant over the eruption timescale. However, in slower eruptions, time-dependent models are needed to account for the feedback between flow, conduit properties and chamber pressure [Melnik and Sparks, 2006]. Time-dependent models have been developed to explain cyclic discharge in lava dome eruptions due to stick-slip motion of compressible Newtonian magma [Denlinger and Hoblit, 1999] or through the build-up and release of frictional or viscous resistance [De’ Michieli Vitturi et al., 2013]. Other models attribute cyclic discharge to complex feedbacks.
between magma velocity and crystallization kinetics or gas escape or both [Melnik and Sparks, 2005; Kozono and Koyaguchi, 2012].

In this study, we extend the 1D steady-state conduit flow model of Wong et al. [2017] to simulate time-dependent processes and estimate surface observables during dome-building eruptions. Magma ascending through a conduit exsolves volatiles and crystallizes, both of which strongly affect viscosity. Slower dome-building eruptions permit gases to escape, which, together with crystallization, is critical to forming dense, degassed plugs in the shallow reaches of conduits [e.g. Schneider et al., 2012], an effect highly simplified in the earlier conduit model of Anderson and Segall [2011]. Wong et al. [2017] explicitly modeled gas escape using Darcy flow. Steady-state solutions were used to constrain chamber conditions and material properties (e.g., chamber pressure, total water content, magma permeability) during the quasi-steady extrusion phase of the Mount St. Helens 2004-2008 eruption. Nevertheless, typical chamber properties and extrusion flux in dome-forming eruptions imply that time-dependent processes cannot be neglected when simulating the whole eruption, thus we develop and verify a numerical model for time-dependent flow. We first compare time-dependent and steady-state solutions, then apply the model to the Mount St. Helens eruption using time-series data that includes ground deformation, extrusion flux and gas emission rates.

2 Physics-based flow model of magma chamber and conduit

The model comprises an ellipsoidal magma chamber connected by a conduit to the surface (Figure 1) [Wong et al., 2017]. Properties in the chamber are taken as lumped parameters evolving with time, while properties in the conduit are modeled in both time and depth (radially-averaged). We first introduce the magma mixture model, then describe the governing equations followed by the gas escape model (symbols are given in Table 1).

2.1 Constitutive models for magma density and viscosity

Magma consists of solids, liquid melt, as well as dissolved and exsolved volatile components, giving its density as

\[ \rho = \rho_s \phi_s + \rho_l \phi_l + \rho_h^d \phi_h^d + \rho_c^d \phi_c^d + \rho_h^e \phi_h^e + \rho_c^e \phi_c^e. \]  (1)

The subscripts \( s, l, h, c \) refer to solids, liquid melt, water (H₂O) and carbon dioxide (CO₂) respectively, while superscripts \( d, e \) indicate dissolved and exsolved volatile components.

For each phase, the density and volume fraction are \( \rho \) and \( \phi \) respectively. As in Wong et al. [2017], we derive the solid volume fraction \( \phi_s \) by assuming isothermal equilibrium crystallization of the water-saturated Mount St. Helens dacite [Schneider et al., 2012; Palister et al., 2008]. For simplicity, we assume that crystals are anhydrous: volatiles in the system are either dissolved in the liquid (\( \rho_h^d \phi_h^d + \rho_c^d \phi_c^d \)) or in the gas phase (\( \rho_h^e \phi_h^e + \rho_c^e \phi_c^e \)).

Measurements of dissolved volatile components from petrology are usually expressed as mass concentrations (\( \chi_h^d, \chi_c^d \)), not volume fraction, thus we relate these two variables using

\[ \chi_h^d = \frac{\rho_h^d \phi_h^d}{\rho_l \phi_l + \rho_h^d \phi_h^d + \rho_c^d \phi_c^d}, \quad \chi_c^d = \frac{\rho_c^d \phi_c^d}{\rho_l \phi_l + \rho_h^d \phi_h^d + \rho_c^d \phi_c^d}. \]  (2)

Rearranging, we obtain the component density of each dissolved volatile species,

\[ \rho_h^d \phi_h^d = \chi_h^d \rho_l \phi_l c_1, \quad \rho_c^d \phi_c^d = \chi_c^d \rho_l \phi_l c_1, \]  (3)

where

\[ c_1 = \frac{1}{1 - \chi_h^d - \chi_c^d}. \]  (4)

We apply the solubility relations from Liu et al. [2005] to derive the mass concentrations of dissolved water and carbon dioxide \( \chi_h^d \) and \( \chi_c^d \) at a specified pressure and temperature.
Table 1. Symbols used in this study. Nominal values for the model parameters are given.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Equation or Reference Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Magma chamber aspect ratio (width/height)</td>
<td>0.66</td>
</tr>
<tr>
<td>$V_c$</td>
<td>Magma chamber volume</td>
<td>$100$ km$^3$</td>
</tr>
<tr>
<td>$f_\text{ch}$</td>
<td>Magma chamber recharge rate</td>
<td>$0$ m$^3$ day$^{-1}$ Pa$^{-1}$</td>
</tr>
<tr>
<td>$L$</td>
<td>Conduit length</td>
<td>$4$ km</td>
</tr>
<tr>
<td>$R$</td>
<td>Conduit radius</td>
<td>$50$ m</td>
</tr>
<tr>
<td>$f_\text{m}$</td>
<td>Nominal coefficient of friction</td>
<td>$0.1$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Rate-dependence of friction</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>$k_c$</td>
<td>Scaling parameter for magma permeability</td>
<td>$10^{-13}$ m$^2$</td>
</tr>
<tr>
<td>$\Delta \rho_\text{g}$</td>
<td>Percolation threshold</td>
<td>$0.3$</td>
</tr>
<tr>
<td>$\chi^h$</td>
<td>Excess pressure at conduit base at $t = 0$</td>
<td>$19$ MPa</td>
</tr>
<tr>
<td>$x^h_{\text{mag}}$</td>
<td>Total water content at conduit base</td>
<td>$5$ wt%</td>
</tr>
<tr>
<td>$x^h_{\text{ch}}$</td>
<td>Total carbon dioxide content at conduit base</td>
<td>$2000$ ppm</td>
</tr>
</tbody>
</table>

Dependent variables solved in numerical solution

| $p$ | Pressure |
| $\phi_g$ | Gas volume fraction |
| $m_h$ | Mole fraction of exsolved H$_2$O |

Other dependent variables

| $c_1$ | Relationship between volatile mass concentration and volume fraction |
| $k_{\text{mig}}, k_{\text{wall}}, k_{\text{at}}, k_{\text{vert}}$ | Permeabilities (magma, wall rock, lateral, vertical) |
| $m_{\text{co}_2}$ | Mole fraction of exsolved CO$_2$ |
| $p_{\text{ch}}, p_{\text{deep}}$ | Chamber pressure, pressure in deep magma source |
| $p_{\text{hyd}}$ | Pore pressure in the crust |
| $q$ | Mass flow rate at conduit base |
| $u_{x,y}$ | Gas velocity (lateral, vertical) |
| $v_{\text{gas}}, v_\eta$ | Velocity (viscous, frictional) |
| $\beta_{\text{d-f, p-ke}}$ | Compressibility (chamber, magma) |
| $\gamma$ | Magma strain rate |
| $\lambda$ | Length scale for lateral gas escape |
| $\tau_{x,y}$ | Ratio of mass concentrations of exsolved CO$_2$ to H$_2$O |
| $\varphi$ | Mixture density, melt viscosity, relative viscosity due to solids |
| $\rho$ | Gas density |
| $\sigma, \sigma'$ | Normal stress (Lithostatic, effective) |
| $\tau_{\text{lith}}$ | Shear stress along conduit wall |
| $\phi_{\text{wall}}$ | Volume fraction (solid, melt) |
| $\phi_{\text{mag}}, \phi_{\text{ch}}$ | Volume fraction of dissolved H$_2$O & CO$_2$, exsolved H$_2$O & CO$_2$ |
| $\rho_{\text{d-f, p-ke}}$ | Mass concentration of dissolved H$_2$O & CO$_2$ |
| $\rho_{\text{ch}}$ | Mass concentration of exsolved H$_2$O & CO$_2$ in chamber |

Prescribed parameters

| $g$ | Gravitational acceleration |
| $k_{\text{wall}}$ | Wall rock permeability at surface |
| $M_{\text{H}_2O}, M_{\text{CO}_2}$ | Molar masses of H$_2$O & CO$_2$ |
| $p_{\text{atm}}$ | Atmospheric pressure |
| $K_0, K_\text{L}$ | Gas constants for H$_2$O & CO$_2$ |
| $T$ | Temperature of magma |
| $v_r$ | Reference velocity for friction |
| $\eta_\rho$ | Gas viscosity |
| $\mu$ | Shear modulus of crust |
| $\rho_{\text{d-f, p-ke}}, \rho_{\text{ch}}$ | Densities of solids, melt, dissolved H$_2$O & CO$_2$ |
| $\rho_{\text{w}, \text{h, f-ke}}$ | Density of water, host rock |

Timescales used in analysis

| $T_{\text{asc}}$ | Timescale of magma ascent |
| $T_{\text{ch}}$ | Timescale of chamber pressure evolution |
| $T_{\text{lat}}, T_{\text{vert}}$ | Timescale of lateral, vertical gas escape |
| $T_{\text{ch}}, T_{\text{asc}}$ | Ratio of chamber pressure evolution to magma ascent timescale |
Figure 1. Model geometry and setup, adapted from Wong et al. [2017]. (a) Magma chamber and conduit geometry with surface observables. Properties of the magma chamber are taken as lumped parameters. (b) Details of the conduit model. Text in bold indicates additional processes considered compared with Anderson and Segall [2011]. At depth, magma flows viscously, however, at shallower depths, magma solidification, gas exsolution and escape cause flow to evolve to frictional sliding.

Note that the slightly different formulation of $c_1$ compared to Wong et al. [2017] is due to a modified definition of volatile mass concentration: here, the volatile mass fraction is taken relative to the melt plus dissolved volatile content, while in Wong et al. [2017] the volatile mass fraction is taken relative to the melt only. The difference between these two definitions is small for reasonable volatile mass fractions, however the current version is more accurate.

The gas phase comprises water and carbon dioxide vapor through their relative mass fractions,

$$
\rho_g^e \phi_g^e = \frac{m_h M_h}{m_h M_h + m_c M_c} \rho_g \phi_g = \frac{1}{1 + \Gamma} \rho_g \phi_g,
$$

$$
\rho_g^c \phi_g^c = \frac{m_c M_c}{m_h M_h + m_c M_c} \rho_g \phi_g = \frac{1}{1 + \Gamma} \rho_g \phi_g,
$$

where $m_h$ is the mole fraction of water in the vapor phase, $m_c = 1 - m_h$ is the mole fraction of carbon dioxide in the vapor phase, while $M_h, M_c$ are the molar masses of water and carbon dioxide respectively. Additionally, $\rho_g$ is the gas phase density obtained from the ideal gas law while $\phi_g$ is the gas volume fraction. For convenience, we define a parameter $\Gamma = m_c M_c / m_h M_h$, the mass ratio of exsolved carbon dioxide to water. The only volume fraction left to define is $\phi_l$, which is given by the remaining magma volume fraction,

$$
\phi_l = 1 - \phi_g - \phi_h^d - \phi_c^d - \phi_g.
$$
Magma viscosity is affected by these component phases, and is a combination of the melt viscosity $\eta_m$ and the relative viscosity increase due to solids $\eta_s$.

$$\eta = \eta_m(\chi_d^d, \chi_s^d, T) \eta_s(\phi_s, \dot{\gamma}),$$  \hspace{1cm} (7)

We apply the dacite melt viscosity model of Whittington et al. [2009], which depends on dissolved volatile content and temperature. For the relative viscosity increase due to solids, we apply the model of Costa [2005] and Caricchi et al. [2007] which incorporates dependence on strain rate $\dot{\gamma}$. The effect of bubbles on viscosity is neglected since porosity of the 2005 Mount St. Helens dome lavas is relatively low, thus the effect of crystals predominates [Llewellin and Manga, 2005].

2.2 Governing equations

The governing equations for the 1D conduit consist of radially-averaged momentum balance and three continuity equations. As in Wong et al. [2017], we assume isothermal flow given that most eruptions are short relative to the timescale of conduction in rocks. In the viscous flow regime, momentum balance is described by the Navier-Stokes equation. We perform a scaling analysis to identify dominant terms and summarize the results here (details in Supplementary Information Section S1). In dome-forming eruptions, the small Mach number allows momentum balance to be modeled as incompressible, while small velocities and high viscosities cause inertial effects to become negligible. These conditions reduce the Navier-Stokes equation to incompressible, steady, laminar Poiseuille Flow. We additionally allow frictional slip on the conduit walls, following the regularized rate-dependent friction law of Rice et al. [2001] while assuming no state evolution effects for high temperature sliding of granite [Blanpied et al., 1998]. Magma velocity is thus the sum of viscous and frictional components,

$$v = v_{\text{visc}} + v_{\text{fric}} = \frac{\tau_R R^4}{4\eta} + 2\nu\exp\left(-\frac{f_0}{a}\right)\sinh\left(\frac{\tau_R}{a\sigma_c}\right),$$  \hspace{1cm} (8)

where $\tau_R$ is the shear stress along the conduit walls,

$$\tau_R = -\frac{R}{2} \left(\frac{\partial p}{\partial z} + \rho g\right).$$  \hspace{1cm} (9)

The vertical pressure gradient is $\partial p/\partial z$ and gravitational acceleration is $g$. The conduit has constant radius $R$ and the conduit walls have depth-dependent effective normal stress $\sigma_c(z)$, which is approximated as the difference between lithostatic normal stress and hydrostatic pore pressure, $(\rho_{\text{lith}} - \rho_{\text{hyd}})g z$, neglecting tectonic and topographic contributions. Wall friction is parametrized by the nominal coefficient $f_0$, rate-dependence $a$, and reference velocity $v_r$.

The momentum balance allows a natural change in flow regime from viscous flow at depth to frictional sliding close to the surface. Deep in the conduit, low magma viscosity ($\sim 10^5$ Pa s) and high normal stress on the conduit walls result in $v_{\text{visc}} \gg v_{\text{fric}}$ and the magma flows viscously. At shallower depths, higher magma viscosity ($\sim 10^{18}$ Pa s) and lower normal stress on the conduit walls cause $v_{\text{fric}}$ to dominate so that magma slides along the conduit walls as a solid plug. We therefore adopt a mechanical definition for the plug, which is formed when $v_{\text{fric}} \geq v_{\text{visc}}$.  
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The continuity equations for solids and liquids, water, and carbon dioxide respectively are given by

$$
\frac{\partial}{\partial t}(\rho_s \phi_s + \rho_l \phi_l) = -\frac{\partial}{\partial z}[(\rho_s \phi_s + \rho_l \phi_l)v] \\
\frac{\partial}{\partial t}(\chi_d \rho_l \phi_l c_1 + \frac{\Gamma}{1 + \Gamma} \rho_g \phi_g) = -\frac{\partial}{\partial z} \left[ \chi_d \rho_l \phi_l c_1 + \frac{1}{1 + \Gamma} \rho_g \phi_g \right] v + \frac{1}{1 + \Gamma} \rho_g \phi_g (v_{g} - v) \\
\frac{\partial}{\partial t}(\chi_d \rho_l \phi_l c_1 + \frac{\Gamma}{1 + \Gamma} \rho_g \phi_g) = -\frac{\partial}{\partial z} \left[ \chi_d \rho_l \phi_l c_1 + \frac{1}{1 + \Gamma} \rho_g \phi_g \right] v + \frac{1}{1 + \Gamma} \rho_g \phi_g (v_{g} - v) - \frac{2 \rho_g \phi_g u_g}{R(1 + \Gamma)}. 
$$

[e.g. Wong et al., 2017; Schneider et al., 2012; Kozono and Koyaguchi, 2012]. As magma ascends, solids forming from the melt cause the solid mass fraction to increase and the melt mass fraction to decrease (equation 10). Volatile components in the solids are neglected for simplicity, thus there is no sink term on the right side of equation 10 and permits separation of solids from the volatile continuity equations. In equations 11 and 12, the first term on the right side is the flux of dissolved and exsolved volatiles. The second and third terms on the right represent vertical and lateral gas flow out of the conduit at gas velocities $v_g$ and $u_g$ respectively [e.g. Kozono and Koyaguchi, 2012; Schneider et al., 2012]. Details of the gas escape model is in the next section. At steady-state, the terms on the left-hand side, which represent time-dependent mass change of each component, are identically zero [Wong et al., 2017]. In this study, we retain these transient terms which impact mass change and therefore momentum balance in the system.

2.3 Gas escape from the conduit

As in Wong et al. [2017], Darcy’s Law is used to model gas loss while assuming chemical and mechanical equilibrium between the gas phase and the ambient melt, specifically that gas and melt pressures are the same [Jaupart and Allègre, 1991; Schneider et al., 2012; Kozono and Koyaguchi, 2012]. Vertical gas flow is driven by the magma pressure gradient. Lateral gas escape is computed using a “membrane-diffusion” model, which approximates radial diffusion with that appropriate for flow across a thin permeable membrane bordering a fluid reservoir at hydrostatic pressure. Lateral gas flow is driven by the difference between magma pressure and the far-field hydrostatic pressure ($p_{hyd}$) over a length scale $\lambda$. Here we approximate that the damage zone around the conduit scales with length $\lambda$. Vertical and lateral gas velocities are scaled by their respective permeabilities $k_{vert}, k_{lat}$ and are inversely proportional to the gas viscosity $\eta_g$.

$$
(v_{g} - v) = \frac{k_{vert} \partial p}{\eta_g \partial z} \\
u_{g} = \frac{k_{lat} \partial p - p_{hyd}}{\eta_g \lambda}.
$$

In the above equations, we impose $\eta_g, \lambda$ and $p_{hyd} = \rho_{hyd} g z$, while $p, \partial p / \partial z$ are part of the solution. This leaves the permeabilities $k_{vert}, k_{lat}$ to be defined. In vertical gas escape, gas flows through the magma only. Magma permeability follows the Carman-Kozeny relation,

$$
k_{mag} = k_c \phi_{gc} \phi_g > \phi_{gc},
$$

where $k_c$ is a scaling constant and $\phi_{gc}$ is the percolation threshold, which is the minimum porosity to form interconnected pathways and has a typical value is 0.3 [Klug and Cashman, 1996; Saar and Manga, 1999; Blower, 2001]. Therefore $k_{vert} = k_{mag}$. In lateral gas escape, gas flows through both magma and the wall rock, thus we combine the magma permeability with an average crustal permeability model from Manning and Ingebritsen [1999],

$$
\frac{\lambda}{k_{lat}} = \frac{R}{k_{mag}} + \frac{\lambda - R}{k_{wall}}.
$$
The above treatment of gas escape and permeability is identical to that in Wong et al. [2017]. Similarly, there are two modifications to the permeability model to address permeability hysteresis and plug permeability. We retain these modifications although their numerical implementation differs.

First, permeability hysteresis preserves permeability in compacting magma despite porosity dropping below the percolation threshold [Rust and Cashman, 2004; Colombier et al., 2017]. As a function of depth, we simulate this behavior by calculating permeability at depths above the percolation threshold following equation 14, even if porosity drops below the threshold. As a function of time, the percolation threshold depth is stored using persistent variables. At the next time step, the percolation threshold can either deepen or remain at the same depth depending on the updated porosity depth profile, but it may not ascend as the magma in that region is already permeable (more detail in Appendix A.1).

Second, we allow enhanced permeability to develop in the plug. In the semi-solid plug, magma viscosity is high which limits bubble expansion, even though depressurization decreases both solubility and the gas density. The relatively low dome rock porosity (5-10%) of the Mount St Helens hand samples [Cashman et al., 2008; Smith et al., 2011] implies that either gas overpressure develops, or gas escapes to maintain equilibrium with the surrounding magma. We assume the latter to occur through enhanced permeability at low melt fraction, such as through the formation of cracks, as described in Wong et al. [2017]. This requires modification of the appropriate continuity equations, a switch we refer to as “plug gas loss” (more detail in Appendix A.2).

Including these constitutive relations closes the system of equations and leaves four remaining field variables, compiled into the vector \( y(z,t) = [p,v,\phi_g,m_h](z,t) \).

### 3 Numerical solution to governing equations

#### 3.1 Discretization in depth

We semi-discretize the conduit domain in depth to transform the governing equations (equations 8, 10-12) into a system of first order differential equations in time of the form,

\[
M(t,y) \frac{\partial y}{\partial t} = F(t,y,\frac{\partial y}{\partial z}),
\]

where \( y \) contains solution elements \( y(z,t) = [p,v,\phi_g,m_h](z,t) \). The mass matrix \( M(t,y) \) contains partial derivatives of the component densities with respect to the field variables, e.g., \( \partial(\rho_s\phi_s + \rho_l\phi_l)/\partial p \). Given the choice of constitutive relations, these component densities are independent of \( v \), therefore the columns in the mass matrix corresponding to \( \partial v/\partial t \) contain zeros. In addition, since inertial effects are neglected, the rows in the mass matrix corresponding to momentum balance contain zeros. The mass matrix is therefore singular, resulting in a first-order differential algebraic equation (DAE). The right hand side term \( F \) contains the remaining terms in the governing equations, including all the terms in the momentum balance equation as well as the flux and sink terms in the continuity equations.

We choose a staggered grid configuration in depth (Figure 2) [e.g. de’ Michieli Vit-tari et al., 2010]. Cell centers for \( v \) (Grid 2) are offset from cell centers for \( p,\phi_g,m_h \) (Grid 1) to allow strong coupling between velocity and pressure gradient, which helps to avoid convergence problems and spurious oscillations [Ferziger and Peric, 2002]. Using a finite volume framework, the governing equations are integrated over each depth cell, here...
showing the continuity of solids and liquids as an example,

\[
\int_{z_i}^{z_i+\Delta z} \frac{\partial}{\partial z} (\rho_s \phi_s + \rho_l \phi_l) \, dz + \int_{z_i}^{z_i+\Delta z} \frac{\partial}{\partial z} \left[ (\rho_s \phi_s + \rho_l \phi_l) v \right] \, dz = 0
\]

\[
\frac{\partial}{\partial t} (\rho_s \phi_s + \rho_l \phi_l) \Delta z + (\rho_s \phi_s + \rho_l \phi_l) v_i - (\rho_s \phi_s + \rho_l \phi_l) v_{i-1} = 0.
\]

(17)

**Figure 2.** Spatial discretization of the conduit. The cell centers for velocity are offset by 0.5\(\Delta z\) from the cell centers for \(p, \phi_g, m_h\). Note that the model is radially averaged, thus the adjacent grids are for illustration purposes and do not indicate radial variations.

Superscripts \(T\) and \(B\) denote the top and bottom faces of cell \(i\) of Grid 1. The above result is equivalent to the finite difference approach, but emphasizes that solution components are average cell values and that discontinuities may exist between cells, for example at the percolation threshold and plug depth. Since \(p, \phi_g, m_h\) determine phase volume fractions, \((\rho_s \phi_s + \rho_l \phi_l)_i\) is defined at the center of Grid 1. Interpolation to derive top and bottom cell face values is performed using Quadratic Upstream Interpolation for Convective Kinematics (QUICK), which is conducive for propagating information along the flow direction [Leonard, 1995]. Due to the staggered grid, velocities are conveniently defined at the Grid 1 cell faces (corresponding to \(v_{i-1}, v_i\) in Grid 2).

A similar derivation is applied to the momentum balance and volatile continuity equations. The pressure gradient is obtained using central finite difference at the Grid 1 cell faces, which coincide with cell centers of Grid 2 where velocity is defined. The volatile continuity equations additionally require gas velocities. Lateral gas velocity \(u_g\) is naturally defined at the Grid 1 cell center since it depends on \(p, \phi_g\). Vertical gas velocity \(v_g\) requires evaluation at the Grid 1 cell face: the pressure gradient is already defined there while porosity requires interpolation with QUICK. The discretized system is then advanced in time using MATLAB’s ode15s, which is capable of handling time- and state-dependent mass matrices for a first-order DAE.

Rigorous verification of the code was executed using the Method of Manufactured Solutions (MMS) to ensure that the correct equations were being solved, without requiring a closed-form analytic solution [e.g. Salari and Knupp, 2000]. The method takes an
3.2 Boundary conditions

The discretized governing system gives \(4(N - 1)\) equations in depth and requires \(4\) boundary conditions: conduit base pressure, total water and carbon dioxide contents, as well as surface pressure. The conduit base pressure evolves with the magma flux in and out of the magma chamber [e.g. Segall, 2013],

\[
\frac{d\rho_{ch}}{dt} = \frac{q_{in} - q_{out}}{\rho_0 V_0 (\beta_{mag} + \beta_{ch})} = \frac{\Omega(p_{deep} - p_{ch}) - \pi R^2 v_{ch}}{V_0 (\beta_{mag} + \beta_{ch})},
\]

where \(\Omega\) is a proportionality constant linking recharge in the chamber to the magmastatic head between the chamber and a deep reservoir at pressure \(p_{deep}\). \(v_{ch}\) is the velocity at the conduit base, \(V_0\) is the initial chamber volume, while \(\beta_{mag}\) and \(\beta_{ch}\) are the magma and chamber compressibilities respectively,

\[
\beta_{mag} = \frac{1}{\rho} \frac{\partial \rho}{\partial p}, \quad \beta_{ch} = \frac{1}{V} \frac{\partial V}{\partial p},
\]

where \(\rho, p\) are evaluated at the center of the chamber [Anderson and Segall, 2011]. Magma density in the chamber is calculated using equation 1, while chamber center pressure is the sum of pressure at the conduit inlet and magmastatic from the chamber top to center. Chamber compressibility is estimated from the numerical results for different ellipsoidal chamber shapes following Amoruso and Crescentini [2009].

Total water and carbon dioxide concentrations, \(\chi_{h}^{ch}, \chi_{c}^{ch}\) are used to derive \(\phi_{ch}\) and \(m_{h}^{ch}\), the porosity and mole fraction of water at the conduit base. First the dissolved mass concentration of each volatile species \(\chi_{c}^{d}, \chi_{h}^{d}\) is determined from the solubility relations [Liu et al., 2005] as functions of pressure, temperature and mole fraction of water. The dissolved concentrations are then subtracted from the total concentrations to find the exsolved mass concentrations \(\chi_{h,c}^{e,ch}, \chi_{c,h}^{e,ch}\) to give \(m_{h}^{ch}\) implicitly,

\[
\Gamma_{ch} = \frac{(1 - m_{h}^{ch})M_{c}}{m_{h}^{ch} M_{h}} = \frac{\chi_{c}^{e,ch}}{\chi_{h}^{e,ch}} = \frac{\chi_{h,c}^{e,ch} (p_{ch} T_{m} m_{h}^{ch})}{\chi_{h,c}^{e,ch} (p_{ch} T_{m} m_{h}^{ch})},
\]

The exsolved mass concentrations then give the gas volume fraction in the chamber \(\phi_{g}^{ch}\),

\[
\chi_{h,c}^{e,ch} + \chi_{c,h}^{e,ch} = \left[ \frac{\rho_{g} \phi_{g}^{ch}}{\rho_{l} \phi_{l}^{ch}} \right]^{ch}.
\]

In this study, \(\chi_{h}^{ch}, \chi_{c}^{ch}\) were constant in time, however these inputs can be modified to accommodate time-varying volatile influx.

Finally, the surface pressure is assumed to be atmospheric pressure.
3.3 Scaling analysis of conduit base pressure boundary condition: the steady-state limit

The timescale of magma ascent relative to chamber pressure evolution (equation 18) determines the importance of the transient terms in the continuity equations. We perform a scaling analysis to identify cases where the steady-state limit is a valid approximation to the governing equations. For example, scaling the continuity of solids and liquids at $t = 0$,

$$\frac{1}{T_{\text{trans}}} \frac{\partial}{\partial t^*} (\rho_s \phi_s + \rho_l \phi_l) + \frac{1}{L} \frac{\partial}{\partial z^*} \left[ \left( \rho_s \phi_s + \rho_l \phi_l \right) v^* \right] = 0. \quad (22)$$

Variables with an asterisk are non-dimensional, $v_{ch}^0$ is the initial velocity of magma exiting the chamber and $L$ is the conduit length. In the steady-state limit, the transient term timescale $T_{\text{trans}}$ should be large relative to the ascent timescale $L/v_{ch}^0 = T_{\text{asc}}$ to make the transient term vanishingly small. The transient term timescale is controlled by the chamber pressure evolution, and can be derived by non-dimensionalizing the variables in Equation 18 assuming that $p_{\text{deep}} = p_{ch}(t = 0) = p_{ch}^0$:

$$\frac{1}{T_{\text{ch}}} \frac{dp_{ch}}{dt^*} = \frac{\Omega}{V_0(\beta_{mag} + \beta_{ch})} (1 - p_{ch}^*) - \frac{\pi R^2 v_{ch}^0}{p_{ch}^0 V_0(\beta_{mag} + \beta_{ch})} v_{ch}^*. \quad (23)$$

This gives two possible timescales for chamber evolution depending on the rate of recharge $\Omega$.

$$T_{\text{ch}}^{(1)} = \frac{V_0(\beta_{mag} + \beta_{ch})}{\Omega} \quad \text{(fast recharge),}$$

or

$$T_{\text{ch}}^{(2)} = \frac{p_{ch}^0 V_0(\beta_{mag} + \beta_{ch})}{\pi R^2 v_{ch}^0} \quad \text{(slow recharge).} \quad (24)$$

With sufficiently large chamber volume and/or compressibility, $T_{\text{ch}} \gg T_{\text{asc}}$ and the chamber evolution timescale is much longer than the ascent timescale, rendering the transient terms negligible. In this limit, the time-dependent solution should equal the steady-state solution evaluated at the identical chamber pressure. Conversely, as $T_{\text{ch}} \sim T_{\text{asc}}$, the transient terms become non-negligible, requiring the full time-dependent solver. When gas escape is present, vertical and lateral gas escape timescales, taken at the depth of percolation threshold $z_{\phi gc}$,

$$T_{\text{vert}} = \frac{z}{(v_g - v)} \bigg|_{z = z_{\phi gc}}, \quad T_{\text{lat}} = \frac{R}{u_k} \bigg|_{z = z_{\phi gc}}, \quad (25)$$

may complicate the relationship between $T_{\text{ch}}$ and $T_{\text{asc}}$ depending on the value of $k_c$.

3.4 Initial conditions

After specifying boundary conditions at $t = 0$, we initialize the conduit system with the steady-state solution, where transient terms and $dp_{ch}/dt$ are set to zero [e.g. de’ Michieli Vitturi et al., 2010; Anderson and Segall, 2011]. Code for the steady-state conduit flow was developed in Wong et al. [2017]. We consider cases where there may be non-unique initial conditions. Most steady-state solutions will not exactly satisfy the time-dependent system equations, requiring MATLAB to call the daeic3 function to perturb this trial solution to find consistent initial conditions. Natural eruptions clearly do not start from steady-state and future work is required to develop more realistic eruption onsets.

3.5 Summary of model parameters

The forward model requires specification of magma chamber properties (aspect ratio, volume, recharge rate), conduit geometry (length, radius), material properties (conduit wall friction, magma permeability scale and percolation threshold), and conduit base boundary
Table 2. Model parameter values for the nominal model, the model producing non-unique steady-state (ss) solutions, the models for analyzing the impact of gas escape, and the range applied in the Distance-based Generalized Sensitivity Analysis (DGSA).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Nominal</th>
<th>Non-unique ss</th>
<th>Gas escape analysis</th>
<th>DGSA range</th>
</tr>
</thead>
</table>
| Chamber properties
| $\alpha$  | Aspect ratio (width/height) | 0.66    | 0.66          | 0.66               | 0.5 – 1    |
| $V_0$   | Volume (km$^3$) | $10^0$ – $10^4$ | 10          | $10 – 200$         |
| $\Omega$ | Recharge rate (m$^3$ day$^{-1}$ Pa$^{-1}$) | 0       | 0             | 0                   |
| Conduit geometry
| $L$     | Length (km) | 4       | 4             | 4                   | 2 – 8      |
| $R$     | Radius (m)  | 50      | 100           | 50                  | 30 – 100   |
| Material properties
| $f_0$   | Nominal coefficient of friction | 0.1     | 0.1           | 0.1                 | 0.01 – 0.6 |
| $a$     | Rate-dependence of friction    | $10^{-2}$ | $10^{-2}$   | $10^{-2}$           | $10^{-3} – 10^{-1}$ |
| $k_c$   | Magma permeability scale (m$^2$) | $10^{-13}$ | $10^{-14}$ | $0,10^{-16} – 10^{-9}$ | $10^{-20} – 10^{-10}$ |
| $\phi_{gc}$ | Percolation threshold | 0.3     | 0.3           | 0.3                 | 0.2 – 0.4  |
| Conduit base boundary conditions
| $\Delta p_0$ | Excess pressure at $t = 0$ (MPa) | 19      | 2 – 10        | 19                  | 10 – 30    |
| $\chi_{ch}$ | Total water content (wt%) | 5       | 5             | 5                   | 3 – 7      |
| $\chi_{ch}$ | Total carbon dioxide content (ppm) | 2000    | 2000          | 2000                | 100 – 8000 |

conditions (initial pressure, volatile contents) (Table 2). The chamber depth is uniquely determined from the chamber volume, aspect ratio and conduit length.

To allow for a consistent description of the initial conduit base pressure for different conduit lengths, the total pressure at the conduit base $p_{ch}$ is defined in terms of an excess pressure $\Delta p_0$ at $t = 0$,

$$p_{ch}(t = 0) = p_{atm} + \rho_1 g L + \Delta p_0(t = 0),$$

where $p_{atm}$ is the pressure at the top of the conduit and $\rho_1$ is the melt phase density. This excess pressure is not strictly the pressure over magmastatic because the density depth profile is not known a priori.

4 Results: Comparing time-dependent and steady-state solutions

In this section, we first illustrate typical model behavior through time-dependent solutions with nominal parameters. Next, we compare time-dependent solutions with steady-state solutions considering the scaling analysis in Section 3.3. We subsequently delve deeper into the effects of gas escape.

4.1 Time-dependent solution with nominal parameters

The nominal model produces a total extruded volume close to the 2004-2008 eruption of Mount St. Helens but is not necessarily a best-fit solution (Figure 3; parameters given in first column of Table 2). Magma outflow from the chamber to the conduit induces decay of chamber pressure (Figure 3a(i)). Since we prescribe zero chamber recharge in this model, the chamber pressure decays monotonically. As the driving pressure gradient declines, the magma velocity decreases. At the surface, magma exiting the conduit (“exit velocity”) initially flows at $2.1 \times 10^{-3}$ m/s but drops two orders of magnitude to $1.2 \times 10^{-5}$ m/s after 4 years (Figure 3a(iii)). Slower magma flow allows more time for gas to escape, causing the exit porosity to decrease from 37% to 16% (Figure 3a(ii)).
The feedback between slower velocity and decreasing porosity is clarified by examining depth profiles (Figure 3b). Throughout the eruption, the difference between conduit pressure and far-field hydrostatic pressure suggests considerable potential for lateral gas escape. This potential can only be realized at shallow depths once the magma has reached the percolation threshold, which occurs at 1.13 km depth at \( t = 0 \). Early in the eruption, magma velocity is high enough to replenish volatiles to this region, limiting the effect of gas escape. Gas exsolution and decompression promote higher porosity as magma approaches the surface.

As the eruption progresses, the magma velocity decreases which lowers the volatile supply. Gas escape can now counteract the effect of gas exsolution and decompression on porosity, reducing the porosity above the percolation threshold. In the fourth year of the eruption, depth profiles of porosity show a drop of nearly 20% above the percolation threshold at 1.24 km depth. This decline in porosity increases the weight of the magma column, leading to a decrease in velocity above the percolation threshold.

### 4.2 Effect of decaying chamber pressure on mass flow rate

When decreasing chamber pressure is accompanied by a decrease in mass flow rate at the conduit inlet (i.e. positive \( dp_{ch}/dq \)), solutions are stable. In contrast, when \( dp_{ch}/dq \) is negative, solutions can be unstable causing abrupt changes [Slezin, 2003; Kozono and Konaguchi, 2012]. We examine this \( p_{ch} - q \) relationship to compare steady-state and time-dependent solutions. Steady-state solutions were first obtained for a range of chamber pressures using the code in Wong et al. [2017]. Subsequently, time-dependent solutions were evaluated using a few steady-state initial conditions with different chamber volumes, which give different timescales for chamber pressure evolution, \( T_{ch} \).
For the nominal parameter set (Figure 4a), steady-state solutions exhibit only positive $dp_{ch}/dq$, therefore steady-state solutions are unique. Time-dependent solutions with large $T_{rat} = T_{ch}/T_{asc}$ (e.g. $V_0 = 10^4$ km$^3$) track the steady-state solutions. However, for smaller $T_{rat}$ (smaller chamber volumes), time-dependent solutions show greater deviation from the steady-state solutions, consistent with the scaling analysis in Section 3.3. The deviation is more pronounced at low mass flow rates, when the magma ascent timescale increases.

![Figure 4](image-url) Relationship between chamber pressure and mass flow rate at the conduit inlet for two models: (a) The nominal parameter model with initial chamber pressure (i) 109.9 MPa and (ii) 105.4 MPa. (b) A model with non-unique steady-state solutions with initial chamber pressure (i) 95.05 MPa in stable solution region C and (ii) 91.55 MPa in unstable solution region B. In each plot, black lines are steady-state solutions, while blue to yellow lines are time-dependent solutions with different chamber volumes and therefore different $T_{rat}$. Open circles denote the initial condition for time-dependent solutions. In (b), crosses with arrows indicate the expected jump in mass flow rate across non-unique steady-state solutions.

Some parameter sets produce non-unique steady-state solutions within a range of chamber pressures [Wong et al., 2017] (Figure 4b). Here, $k_c = 10^{-14}$ m$^2$ and $R = 100$ m, while all other parameters are maintained at the nominal values (second column in Table 2). Between 91.4 MPa and 92.2 MPa, two stable solutions and one unstable solution exist for the steady-state system. When chamber pressure decreases to the boundary between Regions B and C, mass flow rate in the steady-state solution is expected to jump across Region B and reach the stable steady-state solution with the corresponding chamber pressure in Region A [e.g. Kozono and Koyaguchi, 2012]. For large $T_{rat}$ ($V_0 = 10^4$ km$^3$), where time-dependent solutions approach the steady-state limit, this abrupt decrease in mass flow rate at nearly constant chamber pressure is observed (Figure 4b(i)). However, for smaller chamber volumes, this decrease in mass flow rate is moderated. Note that the time-dependent initial conditions are slightly offset from the steady-state curve due to perturbation by the numerical solver to find consistent initial conditions. The offset is largest for small $T_{rat}$ since these models are furthest from the steady-state approximations.
For time-dependent solutions initialized with steady-state solutions in the unstable region (Region B), a similar abrupt decrease in mass flow rate is observed (Figure 4b(ii)). For the largest $T_{rat}$, a slight chamber pressure decrease causes the time-dependent solution to transition from the unstable solution to the corresponding stable solution at a lower mass flow rate. Further pressure decrease results in behavior that approximates the steady-state solutions. In contrast, smaller chamber volumes show moderated decrease in mass flow rate. As in Figure 4b(i), time-dependent initial conditions are offset from the steady-state solutions.

### 4.3 Difference in gas escape behavior in time-dependent and steady-state models

The magma permeability scale $k_c$ determines $k_{vert}, k_{lat}$ (equations 14, 15) to influence which terms dominate the volatile mass balance. In this section, all model parameters are kept at nominal values except $k_c$ and $V_0$ (third column in Table 2), which was set to 10 km$^3$ to highlight differences between time-dependent and steady-state solutions. We first obtain time-dependent solutions, then extract the chamber pressure time series to use as boundary conditions for the steady-state approximations. For this $V_0$, $T_{rat}$ ranges from 27 ($k_c = 0$ m$^2$) to 22 ($k_c = 10^{-9}$ m$^2$).

In both time-dependent and steady-state solutions for this parameter set, a decrease in chamber pressure induces a monotonic decrease in mass flow rate (Figure 5). For $k_c \leq 10^{-12}$ m$^2$, mass flow rate in the time-dependent solutions is higher than the steady-state solutions at the same pressure, as in Section 4.2. However, for $k_c > 10^{-12}$ m$^2$, mass flow rate in the time-dependent solutions is considerably lower than the steady-state solutions at the same pressure.

![Figure 5](image_url)  
**Figure 5.** Effect of magma permeability constant $k_c$ on the chamber pressure-mass flow rate relationship comparing time-dependent solutions (td, solid lines) and steady-state approximations (ss, dashed lines). Model parameters given in third column of Table 2. Timescale ratio $T_{rat} = 27 (k_c = 0$ m$^2$) to 22 ($k_c = 10^{-9}$ m$^2$).

We examine the volatile mass balance equations (equation 11, 12) to determine the effect of the transient term on conduit porosity and therefore the relationship between chamber pressure and mass flow rate. For low $k_c$ ($0, 10^{-16}$ m$^2$), lateral and vertical gas escape can be neglected as their timescales are much longer than the magma ascent timescale (Figure 6). In the steady-state solutions, the flux term is therefore zero: exsolution decreases the dissolved volatile content and decompression decreases the gas density, thus porosity must increase as magma ascends (Figure 7a(i)). In the time-dependent solutions, decreasing volatile content and gas density increases porosity in time. The transient term thus enhances porosity increase (Figure 7b(i)) and lowers the magma column weight relative to the steady-state solution, therefore velocity throughout the conduit is higher. Den-
sity at the conduit base, where mass flow rate is calculated, is approximately the same for both solutions. Combining the increased velocity with the approximately equal density produces a higher mass flow rate for time-dependent solutions.

![Figure 6. (a) Lateral and (b) vertical gas escape timescales compared to the ascent timescales for models with different magma permeability scale \( k_c \). Solid lines are time-dependent solutions, while dashed lines are steady-state approximations. When the curves enter the gray shaded region, gas escape can significantly influence mass balance in the conduit.](image)

For intermediate \( k_c (10^{-14}, 10^{-12} \text{ m}^2) \), porosity initially increases with decreasing pressure in the steady-state solutions as a result of gas exsolution and decompression as in the low \( k_c \) case (Figure 7a(ii)). However, as the chamber pressure and therefore magma velocity become smaller, the lateral gas escape timescale eventually becomes shorter than the magma ascent timescale (Figure 6), and porosity above the percolation threshold decreases. Vertical gas escape is still negligible as the vertical gas escape timescale is still much longer than the magma ascent timescale. In the time-dependent solutions, porosity increases at early times to a greater extent due to the transient term enhancing porosity increase (Figure 7b(ii)). The enhanced porosity continues even after lateral gas escape becomes appreciable. In addition, the transient term in the volatile mass balance in the plug permits plug porosity variations in depth (equation A.1). Since porosity is consistently higher than the steady-state solutions, magma velocity and thus mass flow rate are higher.

For high \( k_c (10^{-10}, 10^{-9} \text{ m}^2) \), lateral and vertical gas escape dominate volatile mass balance above the percolation threshold (Figure 6). In the steady-state solutions above the percolation threshold, gas ascends through the column primarily by vertical gas escape and is subsequently lost through lateral gas escape (Figure 7a(iii)). Each steady-state solution is independent and adjusts to ensure that magma flux into the base of the permeable zone sustains gas escape. The magma column remains more gas-rich and maintains higher mass flow rate. In the time-dependent solutions, high magma permeability allows a large proportion of volatiles to be lost to the surroundings at early time. Subsequent input from magma flux at the percolation threshold is insufficient to compensate for gas escape, thus porosity drops considerably (Figure 7b(iii)). The magma column weight increases and the mass flow rate decreases substantially. Since magma permeability is proportional to the third power of porosity, magma permeability subsequently drops to very low values and further volatile loss is moderated.
431 Figure 7. Depth profiles of porosity at different chamber pressure $p_{ch}$ of the (a) steady-state solutions and
432 (b) time-dependent solutions for three $k_c$ values. The vertical dotted line is the percolation threshold (set to
433 30%). There is no percolation threshold for $k_c = 0$.

5 Application of time-dependent model to 2004-2008 Mount St. Helens eruption

5.1 Calculating observables from model outputs

At Mount St. Helens, renewed swarms of earthquakes began on September 23, 2004,
461 followed by a series of explosions beginning October 1, 2004 [Moran et al., 2008; Scott
462 et al., 2008]. These vent-clearing explosions coincided with rapid movement of JRO1, the
463 only nearby continuous GPS station located at the Johnston Ridge Observatory around 10
464 km north of the summit, towards the volcano at 0.5 mm/day [Lisowski et al., 2008]. Ex-
465 trusion in the crater resulted in a large welt in the crater glacier that gave way to a lava
466 spine, first seen on October 11, 2004, on the south side of the 1980s lava domes [Vallance
467 et al., 2008; Scott et al., 2008; Dzurisin et al., 2015]. Thereafter, a series of lava spines,
468 some of which resembled “whalebacks”, were extruded on the crater floor accompanied by
469 tilt cycles [Vallance et al., 2008; Anderson et al., 2010] and repetitive low-frequency and
470 hybrid “drumbeat” earthquakes that were postulated to have been produced by stick-slip
471 motion of a solid plug ascending through the conduit [Moran et al., 2008; Iverson, 2008].
472 After 3.3 years, eruptive activity waned and finally ended in January 2008 [Dzurisin et al.,
473 2015].
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During the eruption, a wide variety of data was collected. Three time-varying datasets were chosen to compare with model predictions (Figure 8): (a) extruded volume which indicates the evolution of exit velocity, (b) gas emissions which inform us about volatile content and permeability, and (c) ground deformation which reflects pressure change and geometry of the magma reservoir. These datasets target different parts of the chamber-conduit system and could potentially reveal less obvious interactions among magmatic processes.

![Figure 8](image-url)

**Figure 8.** Time-series data sets from the 2004-2008 eruption of Mount St. Helens. (a) Dense rock equivalent (DRE) of cumulative extruded lava volume. (b) Radial displacements at 7 GPS stations, sorted by furthest (KELS) to nearest (TGAU) to the volcano edifice. (c) Carbon dioxide emissions. Vertical red dotted lines indicate start and end times of the eruption. Data sources described in text.

Extruded volume is converted to its dense rock equivalent by removing the bubble fraction and integrating exit velocity over time [Anderson and Segall, 2011],

\[
V_{ex}(t) = \pi R^2 \int_0^t v(z = 0, t)[1 - \phi_g(z = 0, t)] \, dt, \tag{27}
\]

The predicted volume was then compared with data collected from differential Digital Elevation Models (DEMs) [Schilling et al., 2008; Dzurisin et al., 2015]. As in Anderson and Segall [2013], we add the initial welt growth of approximately 10 million m$^3$ on October 11, 2004, to reflect subglacial extrusion, then remove an estimated dome porosity of 10% to obtain the dense rock equivalent (DRE) volume [Gerlach et al., 2008]. Volume uncertainties arise from the welt volume approximation (~1 million m$^3$) and from the DEM volume estimates (~4%) [Schilling et al., 2008]. The total extruded volume reached a maximum of 94.2 million m$^3$ (Figure 8a). Post-eruption volume decline is attributed to dome compaction.
Of all the continuous GPS stations near Mount St. Helens, only JRO1 was in operation before the eruption onset and captured rapid deflationary motion of about 10 mm in the initial few weeks of the eruption, followed by slower deflation of an additional 10 mm [Lisowski et al., 2008; Anderson and Segall, 2013] (Figure 8b). Another continuous GPS station, KELS, was far away from the vent (∼ 50 km) and did not exhibit significant deformation. Other nearby stations were deployed one month after the eruption began and displayed only the later slow deflation. In this study, we focus on the JRO1 time series to explore possible reasons for this enigmatic temporal evolution of deformation. Radial displacements are calculated from the modeled pressure change in a spheroidal chamber using the expressions of Yang et al. [1988]. We do not consider the effect of conduit tractions on surface displacements, because JRO1 is far from the vent relative to the plug length.

Emissions of carbon dioxide generally decay with time, but with much greater scatter relative to the other data sets (Figure 8c). These data, along with measurements of sulfur dioxide and hydrogen sulfide, were collected via aircraft sampling of the vapor plume [Gerlach et al., 2008]. Gases escaping both vertically through the conduit and laterally through the wall rocks may be observed at the surface. Laboratory measurements reveal that vertical permeability of the dome was several orders of magnitude larger than the lateral permeability, suggesting that gases primarily escaped vertically through the highly permeable fracture networks in the marginal shear zone [Gaunt et al., 2014]. Gases escaping laterally would experience a time delay before being observed at the surface due to percolation through the surrounding crust. Based on observations of Gerlach et al. [2008] and Dzurisin et al. [2015], emissions of CO₂ and SO₂ declined below the detection limit before the eruption ceased, indicating either that lateral gas escape is minor, that the amount of these gases reaching the surface is small, or that the lag time is short. It is worth noting, however, that Loowit Springs on the north side of the volcano exhibited an increase in 13C in water samples and CO₂ in bubble gas, suggesting that magmatic gases may have been transported laterally out of the conduit [Bergfeld et al., 2017]. Further examination of this is necessary to determine the effect of subsurface gas transport on gas emissions and spring chemistry changes. For this study, we approximate that all CO₂ observed in the plume escaped vertically and calculate the carbon dioxide emissions as

\[
Q_c^e(t) = \pi R_c^2 \left[ \Gamma \rho_g \phi_g (v_g - v) \right]_{z=0}
\]  

(28)

where all variables are evaluated at the surface using the plug gas loss approximation (equation A.1). Note that there is also flux of gas transported within pores in the magma, however, this contribution is small since \(v\) is much smaller than \((v_g - v)\) at the surface.

### 5.2 Sensitivity of time-series observables to model parameters

With higher initial chamber pressures, the predicted time-series data exhibit larger amplitudes and faster temporal evolution of extruded volumes, radial displacements and carbon dioxide emissions (Figure 9). These models are identical to the nominal model but with initial excess pressures of 15 – 23 MPa. High initial chamber pressure produces rapid outflux from the chamber, causing faster decay of chamber pressure and depressing subsequent velocities. The nominal model (\(p_{ch} = 105\) MPa) matches the observed amplitudes but not the temporal evolution of all three datasets. Although the model is not able to capture the observed variations in carbon dioxide emissions, the order of magnitude and overall trend agrees with the observations.

To examine the sensitivity to model parameters more generally, we perform a Distance-based Generalized Sensitivity Analysis (DGSA) on 1100 randomly-sampled model realizations evaluated at \(t = 4\) years [Fenwick et al., 2014]. Unlike many other sensitivity measures (e.g. the Sobol indices method), DGSA analyzes the full time series and requires a smaller number of realizations. We refer the reader to details of the DGSA procedure in...
coefficient as velocity decreases with time, while \( V \) to time-dependent quantity, determines magma permeability (equation 14).

The temporal evolution of extruded volume is most sensitive to \( R \), \( a \), \( k_c \) and \( \Delta p_0 \) (Figure 10a(ii)). Strong sensitivity to \( R \) is expected since conduit area and velocity are each proportional to \( R^2 \) (equation 8), thus magma volume flux (rate of change of extruded volume) is proportional to \( R^4 \). The rate-dependence of friction \( a \) determines the friction coefficient as velocity decreases with time, while \( k_c \) combined with porosity which is a time-dependent quantity, determines magma permeability (equation 14).

Radial displacements measured at the location of station JRO1 are most sensitive to \( V_0 \) and \( \Delta p_0 \) which scale the deformation source strength (Figure 10b(i)). Water content \( \chi_h \) affects the porosity and therefore magmastatic pressure, thus determining the extent of pressure decay. Other parameters \( V_0, L, \alpha \) implicitly define the chamber depth. Parameters that affect chamber outflux and therefore the rate of chamber pressure decay (conduit radius \( R \), friction parameters \( f_0, a \)) are influential because not all models have reached their asymptotic limit of magmastatic pressure. The normalized time series of deformation is sensitive to parameters that affect chamber outflux and therefore the rate of chamber pressure decay (conduit radius \( R \), \( \alpha \), friction parameters \( f_0, a \)). Total extruded volume is not sensitive to chamber aspect ratio \( \alpha \), magma permeability scale \( k_c \) and the percolation threshold in affecting temporal evolution but not total displacements (Figure 10b(ii)).

In a simple model of a deflating elastic magma chamber with constant magma properties [e.g. Segall, 2013], total extruded volume scales with \((\beta_{mag} + \beta_{ch})(p_{ch} - p_{mag})V_0\), where \( p_{mag} \) is the magmestatic pressure. As predicted by this simple model, extruded volume magnitude is sensitive to chamber volatile contents \( \chi_{ch}^{mag}, \chi_{ch}^{ch} \), which affect \( \beta_{mag} \) and \( p_{mag} \), and chamber volume \( V_0 \) (Figure 10a(i)). Extruded volume is also sensitive to excess pressure \( \Delta p_0 \) and conduit length \( L \) which both determine \( p_{ch} \) (equation 26). Not all models reach their asymptotic limit at the simulation end time \((t = 4 \text{ years})\), therefore extruded volume is also sensitive to parameters that affect the extrusion rate (conduit radius \( R \), friction parameters \( f_0, a \)). Total extruded volume is not sensitive to chamber aspect ratio \( \alpha \), magma permeability scale \( k_c \) and the percolation threshold in affecting temporal evolution but not total displacements (Figure 10b(ii)).

Model parameter ranges for DGSA are given in Table 2. In all analyses, chamber recharge rate \( \Omega \) was set to zero as this will otherwise dominate model predictions. For the 1100 model realizations, \( T_{ch}/T_{asc} \) ranges from 1 - 1000 (Figure S3). We apply DGSA to measure sensitivity of extruded volume, radial displacement and carbon dioxide emissions, first on the full time series responses and second on the responses normalized by their final value (Figure 10). In analyzing the full time series, DGSA classifies model predictions primarily by their final values (Figure S4a). In analyzing the normalized time series, DGSA classifies model predictions primarily by their temporal evolution (Figure S4b).
Figure 10. Pareto plots quantifying sensitivity of time series responses of (a) extruded volume, (b) radial displacements at JRO1, and (c) carbon dioxide emissions. Top row shows sensitivity of the full time series where model realizations are classified by their magnitude at $t = 4$ years, while bottom row shows sensitivity of the normalized time series where model realizations are classified by their temporal evolution.

Initial carbon dioxide emissions are most sensitive to $R, \chi_c^{ch}$ (Figure 10c(i)), since emissions are proportional to $R^2$ (equation 28) and the $\chi_c^{ch}$ supplies the carbon dioxide. Other parameters ($R, \chi_c^{ch}, \Delta P_0, a, f_0, L$) influence the rate of magma ascent and therefore the carbon dioxide flux from depth. Carbon dioxide emissions are not very sensitive to $k_c, \phi_{gc}$ since gas percolation close to the surface is controlled by plug gas loss (equation A.1). The normalized time series has a similar sensitivity ranking to the other two normalized datasets. However, $k_c$ has a lesser role since it does not control gas percolation in the plug. Chamber carbon dioxide content does not influence the temporal evolution of carbon dioxide emissions because it is modeled as constant through time and other parameters determine the eruption decay behavior (Figure 10c(ii)).
6 Discussion

6.1 Evaluating the difference between time-dependent and steady-state solutions

Scaling analysis of the solids and liquids continuity equations indicates that for

\[ T_{\text{rat}} = \frac{T_{\text{ch}}}{T_{\text{asc}}} \gg 1 \]

large critical value suggests that gas escape, particularly from the plug gas loss approximation, may complicate the approach to steady-state. We employ the plug gas loss approximation because it is consistent with the observed low dome porosity and only requires a simple modification of the continuity equations. However, this approximation does not account for how gas overpressure establishes enhanced permeability in the plug. At a given chamber pressure, transient terms in the volatile mass balance allow vertical gradients in porosity to develop in the plug, delaying the approach to steady-state. Consideration of the physics of fracturing and compaction in the plug would provide an estimate of the timescale for the plug to reach steady-state, therefore improving the estimate of the critical \( T_{\text{rat}} \).

Time-dependent solutions below this critical \( T_{\text{rat}} \) do not match steady-state approximations. Model parameter sets with non-unique steady-state solutions predict a jump in mass flow rate as chamber pressure decreases (Section 4.2). In contrast, time-dependent solutions do not show this jump in mass flow rate. The assumptions of equilibrium crystallization and rate-strengthening friction stabilize the temporal evolution of flow. As the eruption progresses, decreasing conduit pressure results in more crystallization, resisting flow. In addition, decreasing plug velocity reduces the frictional resistance to flow. Both effects prevent sudden drops or surges in mass flow rate.

For different \( k_c \), transient effects influence volatile mass balance in different ways (Section 4.3). At a given chamber pressure, low \( k_c \) models produce higher mass flow rates relative to the steady-state approximations because the transient term compounds the effect of gas exsolution and decompression, causing porosity to increase with time (Figure 5). In contrast, high \( k_c \) models produce lower mass flow rates relative to the steady-state approximations because mass flux cannot replenish gas escaped through lateral and vertical gas transport. This complex, non-monotonic relationship suggests that model predictions may be significantly biased if steady-state solutions are used as approximations for analyzing time-series data.

Given the current model setup, estimates of chamber volume at Mount St. Helens suggest that time-dependent solutions are needed to analyze time-series data of the dome-forming eruption. Deformation [e.g. Lisowski et al., 2008] and seismic velocity models [e.g. Kiser et al., 2016] suggest a prolate ellipsoidal chamber with axes of 5-10 km, corresponding to volumes of \( 100 - 1000 \text{ km}^3 \). Inversions of extruded volume and deformation also prefer chamber volumes of \( 100 - 200 \text{ km}^3 \) [Anderson and Segall, 2013]. With these chamber volumes, steady-state solutions are poor approximations to the time-dependent solution. Only for much larger chamber volumes (\( \sim 10^4 \text{ km}^3 \)), steady-state solutions are sufficient approximations to the temporal evolution of an eruption in this model.

6.2 Implications of the sensitivity analysis for the Mount St. Helens magmatic system

DGSA reveals the most influential parameters determining the magnitude of extruded volume and displacements to be chamber water content, chamber volume, conduit radius and excess pressure. For carbon dioxide emissions, the chamber carbon dioxide content is also influential. Main parameters determining the temporal evolution behavior are the conduit radius, rate-dependence of friction and magma permeability scale. For almost all the predicted datasets, percolation threshold and chamber aspect ratio have limited influence.
6.2.1 Deformation at JRO1

Previous work by Anderson and Segall [2013] did not physically model the rapid radial motion at JRO1 in the initial weeks of the eruption. Instead, model outputs were combined with an empirical fit to an exponential decay for the “vent-clearing” phase to simulate the deformation time series. Failure to model the physics of this first phase of the eruption could bias model estimates, for example underestimating the decrease in chamber pressure.

We examine the impact of the three most sensitive parameters affecting the temporal evolution of displacements at JRO1: $R, a, k_c$ (Figure 10b(ii)). We explore variations in these parameters together with initial excess pressure $\Delta p_0$ to produce models with similar displacements $u_{\text{end}}$ at $t = 3.3$ years, the eruption duration. First, we examine variations in $R$ and $a$ with no explicitly-modeled gas escape, akin to Anderson and Segall [2011]. Increasing $R$ while keeping chamber pressure constant should result in higher magma outflux from the chamber and therefore greater pressure decay, thus we need to reduce $\Delta p_0$ to obtain similar $u_{\text{end}}$ (Figure 11a). This combination produces models of similar magma outflux. Pressure decay and therefore deflation rates are similar for all three $R$ models, but are far too slow to fit the observed displacement time series. For the rate-dependence of friction $a$, reasonable parameter variations without gas escape are also unable to explain the rapid deflation in the first few weeks of the eruption. At $t = 0$, higher $a$ corresponds to greater frictional resistance, requiring higher $\Delta p_0$ to obtain similar $u_{\text{end}}$ (Figure 11b). However, higher $a$ also means that when the velocity declines during the eruption, the frictional resistance declines more substantially. This moderates the decrease in velocity and chamber pressure.

When gas escape is included in the model, increasing $k_c$ while keeping the same initial chamber pressure produces a smaller pressure decay (Figure 5). Therefore, to obtain similar displacements $u_{\text{end}}$ at $t = 3.3$ years, higher $k_c$ requires higher $\Delta p_0$. The higher $\Delta p_0$ facilitates a higher magma outflux and faster initial deflation rate (Figure 11c). However, high $k_c$ also allows rapid loss of volatiles to decrease porosity and increase magma density. Transition to this low porosity conduit drives down the velocity, and also depresses the permeability, suppressing further gas escape. These effects prevent continued rapid pressure drop and deflation. Gas escape is therefore required in the present model to explain the rapid then muted deflation in the observed deformation time series.
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**Figure 11.** Comparing predicted radial displacements at JRO1 to observed displacements. (a) Impact of variations in conduit radius $R$ and (b) rate-dependence of friction $a$ when gas escape is omitted (i.e. $k_c = 0$). (c) Impact of variations in $k_c$. In all plots, the initial excess pressure $\Delta p_0$ is adjusted to produce displacement magnitudes close to observed values at $t = 3.3$ years.
7 Conclusion

The physics-based time-dependent 1D chamber-conduit model developed here simulates the evolution of magma flow through phase transitions and material changes during an effusive dome-forming eruption. The inclusion of pressure-dependent magma solidification, solid fraction-dependent viscosity and gas escape from the conduit allows magma to naturally transition from a viscous flow regime to frictional sliding, reflecting the behavior in dome-forming eruptions. Time-dependent solutions were compared with steady-state approximations to understand the impact of transient processes. Predictions of the model were qualitatively compared with diverse time-series data from the 2004-2008 eruption at Mount St. Helens.

Key findings relating to conduit flow and model development include:

1. Rigorous testing using the method of manufactured solutions verifies the numerical method and demonstrates at least second order convergence.

2. Magma flow transitions from viscous flow to frictional sliding abruptly at the plug depth throughout the eruption. As velocity decreases, porosity above the percolation threshold decreases as more time allows for gas escape.

3. Scaling analysis indicates that time-dependent solutions should approach the steady-state limit when the chamber evolution timescale is much longer than the magma ascent timescale. This numerical model reaches the steady-state limit at $T_{rat} \sim 10^2$, suggesting that the model for gas escape, particularly in the plug, may influence this approximation.

4. For low magma permeability scale $k_c$, the transient term can increase porosity and consequently magma mass flow rate relative to steady-state solutions. For high $k_c$, early removal of gas through efficient lateral and vertical gas transport depresses porosity and mass flow rate relative to steady-state solutions.

5. Distance-based generalized sensitivity analysis (DGSA) shows that the total extruded volume is sensitive to chamber water content, conduit radius and chamber volume, while total ground displacements are sensitive to chamber volume, chamber excess pressure and conduit radius. Initial carbon dioxide emissions are sensitive to conduit radius and chamber volatile contents. The temporal evolution of the three datasets are sensitive to conduit radius, rate-dependence of friction and magma permeability scale. Model predictions are mostly insensitive to percolation threshold and chamber aspect ratio.

6. Gas escape from the conduit can lead to marked departures from exponentially decaying eruption flux. Higher magma permeability models exhibit initially rapid then more gradual decay in magma velocity and chamber pressure, and may explain the distinctive deformation time series recorded at JRO1 during the Mount St. Helens eruption.

A: Implementation of permeability changes at shallow depth

A.1 Hysteretic permeability

Experiments show that the percolation threshold is lower in compacting magmas than in vesiculating magmas [Rust and Cashman, 2004; Colombier et al., 2017]. To simulate this hysteretic behavior, once magma becomes permeable at the percolation threshold, its permeability is calculated at shallower depths according to equation 14 while ignoring the percolation threshold condition.

In the time-dependent equations, we additionally ensure that depths that allow permeable gas flow remain permeable for the eruption duration. To implement this switch, we store the depth of the percolation threshold at each time using persistent variables, which are retained in memory but can only be accessed within the specified function.
At the next time step, the solver checks the position of the percolation threshold relative to the previous time step: if it is deeper, the percolation threshold is adjusted to the new depth; if it is shallower, the percolation threshold is maintained at the previous depth since this depth cell is already permeable. The code then stores the new time and accepted depth for comparison at the next time step.

A.2 Gas flow in plug

In the plug, magma viscosity is high, which limits bubble expansion even as gases exsolve from the magma and gas density decreases due to depressurization. At this point, either porosity continues to increase considerably, gas overpressure develops, or gas has to escape to maintain gas pressure in equilibrium with the surrounding viscous and nearly solid magma. In the first option, a large porosity increase contradicts hand samples with low dome porosity (5-10%) from the recent Mount St. Helens eruption [Cashman et al., 2008; Smith et al., 2011]. In the second option, the timescale of bubble expansion through the viscous plug relative to magma ascent gives an estimate of the possible gas overpressure, 

\[ T_{\text{bubble}} = \eta / (p_{\text{gas}} - p) \]  

[Gonnermann and Manga, 2013]. Magma ascent allows bubbles to expand on the timescale of \( L / v \sim 10^7/10^{-3} \sim 10^6 \) s. Viscosity in the plug can reach \( 10^{16} \) Pa s, which allows a gas overpressure of \( 10^4 \) MPa in the bubbles. Such a large gas overpressure could prompt fragmentation, which was not observed in the Mount St. Helens eruption.

Consequently, we assume the third option as in Wong et al. [2017]. Gas exsolution and expansion is compensated by gas escape through enhanced permeability, such as through the formation of cracks (we call this “plug gas loss”). For the continuity equation of water (equation 11), this assumes balance of almost all depth-dependent terms,

\[ \frac{\partial}{\partial z} \left( \chi_h^d \rho_l \phi_l c_1 v \right) + \frac{1}{1 + \Gamma} \rho_g v = -\frac{\partial}{\partial z} \left[ \frac{1}{1 + \Gamma} \rho_g \phi_g (v_g - v) \right] - \frac{2 \rho_g \phi_g u_g}{R(1 + \Gamma)}. \]  

(A.1)

A similar form holds for the carbon dioxide mass balance. The conservation of mass for water (and similarly carbon dioxide) therefore reduces to

\[ \frac{\partial}{\partial t} \left( \chi_h^d \rho_l \phi_l c_1 + \frac{1}{1 + \Gamma} \rho_g \phi_g \right) = -\rho_g \frac{\partial}{\partial z} \left( \frac{1}{1 + \Gamma} \phi_g v \right). \]  

(A.2)

In the steady-state approximation, the transient term is absent, resulting in constant porosity and velocity in depth as shown in Wong et al. [2017]. In the time-dependent solution, the transient term permits gradients of magma velocity and porosity in depth.

Acknowledgments

This study was supported by the National Science Foundation (NSF) [10.13039/100000001] EAR-1358607. This study does not contain any new data. Data from the Mount St. Helens eruption are available from Schilling et al. [2008], Lisowski et al. [2008], Gerlach et al. [2008] and Dzurisin et al. [2015], as well as the USGS Pacific Northwest GPS Network (https://earthquake.usgs.gov/monitoring/gps/Pacific_Northwest). We are grateful to Takehiro Koyaguchi, an anonymous reviewer and associate editor Stephen Parman for their constructive comments which provoked insightful new analyses and greatly improved the manuscript.

References


©2019 American Geophysical Union. All rights reserved.


