
slowly (that is, the major 38 amide rotamer HE signals broaden in
Fig. 4A, c. There is no ambiguity in the macrocycle assignment in
Z,E-3 because of the visible presence of different 38 amide rota-
mers). Moving the macrocycle from the 28 amide fumaramide
station in E,E-3 to the succinic amide ester station in Z,E-3 (during
which the pirouetting frequency of that macrocycle increases) thus
causes the rate of pirouetting of the other macrocycle to decrease,
attributed by molecular modelling (Supplementary Information) to
the different hydrogen-bonding patterns in the various [3]cate-
nanes. Using stimuli-induced mechanical movement in one compo-
nent to induce or influence dynamics in another is still rare in
synthetic molecular systems18, yet it is the principle which
underpins the workings of all macroscopic machines with moving
parts. A

Methods
Kinetic studies on model [2]rotaxanes
The small rings in a [3]catenane will only undergo unidirectional rotation if the ‘blocking’
ring is effectively translationally immobile over the time period that the other ring moves.
If that is not the case, then instead of a single macrocycle moving counter-clockwise during
a particular step, both small rings could move clockwise (one displacing the other), or a
combination of these could occur throughout the reaction sequence, removing the
directionality of the motion. To show that the components of 3 undergo unidirectional
rotation over a range of conditions, the contributions of these processes were estimated
from the kinetics of various model compounds (Supplementary Information). The energy
barriers for a benzylic amide macrocycle to move from each type of station (A and B, C, D,
A 0 and B 0 ) to another station 12 carbon atoms away at 298 K in CDCl3 were
experimentally determined in symmetrical two-station [2]rotaxanes by variable-
temperature 1H NMR spectroscopy. The benzophenone unit was shown not to
significantly slow shuttling using another model [2]rotaxane. The experimentally
determined barriers (fumaramide and bis-N-methyl fumaramide 16.2 ^ 0.4 kcal mol21;
succinic amide ester 11.3 ^ 0.2 kcal mol21; amide , 8 kcal mol21; maleamide and
bis-N-methyl maleamide ,, 8 kcal mol21) mean that at 298 K in CDCl3 stations A and B
decomplex, and the macrocycle moves to the next station, 4,000 times less frequently
than C and .106 times less frequently than D, A 0 and B 0 (the ratio of rates is given by
eðDDG‡=kB TÞÞ. Thus, starting from E,E-3, when A is isomerized to A

0
the macrocycle initially

at A
0

will move to C (overcoming two barriers of less than 8 kcal mol21) to arrive at the
equilibrium position of Z,E-3 at least a million times more often than the macrocycle
originally at B moving to C (barrier of 16.2 kcal mol21) and the macrocycle originally at A
moving to B. Similarly, movement of the macrocycle from the B 0 station to D to give the
most stable positional isomer of Z,Z-3 will occur three orders of magnitude faster than
macrocycles moving from C to D and B

0
to C. Finally, as long as the N-methyl maleamide

station is not isomerized to the fumaramide unit (B 0
! B) at a significantly faster rate

than the secondary maleamide station (A
0
! A) as Z,Z-3 is converted to E,E-3 (the rates

we observe experimentally are the same for both stations), then the macrocycle initially at
D will move rapidly to A where it will be bound tightly and therefore be thousands of times
slower to move to the vacant B station than the macrocycle originally at C. While it is
always possible that the inter-station dynamics in the model compounds differ to those in
the [3]catenane, the kinetics suggest overwhelming directionality for the stimuli-induced
motion in 3 over a wide range of conditions.
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Large earthquakes alter the stress in the surrounding crust,
leading to triggered earthquakes and aftershocks1–3. A number
of time-dependent processes, including afterslip, pore-fluid flow
and viscous relaxation of the lower crust and upper mantle,
further modify the stress and pore pressure near the fault, and
hence the tendency for triggered earthquakes4,5. It has proved
difficult, however, to distinguish between these processes on the
basis of direct field observations, despite considerable effort6.
Here we present a unique combination of measurements con-
sisting of satellite radar interferograms7 and water-level changes
in geothermal wells following two magnitude-6.5 earthquakes in
the south Iceland seismic zone. The deformation recorded in the
interferograms cannot be explained by either afterslip or visco-
elastic relaxation, but is consistent with rebound of a porous
elastic material in the first 1–2 months following the earth-
quakes. This interpretation is confirmed by direct measurements
which show rapid (1–2-month) recovery of the earthquake-
induced water-level changes. In contrast, the duration of the
aftershock sequence is projected to be ,3.5 years, suggesting that
pore-fluid flow does not control aftershock duration. But because
the surface strains are dominated by pore-pressure changes in
the shallow crust, we cannot rule out a longer pore-pressure
transient at the depth of the aftershocks. The aftershock duration
is consistent with models of seismicity rate variations based on
rate- and state-dependent friction laws.

The south Iceland seismic zone (SISZ) is a left-lateral transform
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zone connecting two sections of the mid-Atlantic plate boundary
(Fig. 1), where east–west transform motion is accommodated by
north–south-oriented right-lateral faults8. This region has suffered
more than 30 large earthquakes during the past 800 years9. The
earthquakes on 17 and 21 June 2000 ruptured two of these faults,
separated by 17 km (refs 10–12) (Fig. 1). Large earthquakes in the
SISZ typically cluster in time; five or six large earthquakes occurred
during a period of only two weeks in 1896 (ref. 13). The last major
earthquake occurred in 1912, and the time interval between
sequences is 45–112 years (ref. 13).

Satellite radar interferograms (InSAR)7 of the SISZ exhibit a
quadrantal pattern of post-seismic deformation following the June
2000 earthquakes. The interferograms show several centimetres of
LOS (line of sight between the ground and the satellite radar)
displacement that is opposite in sense to that from right-lateral
coseismic fault slip (Fig. 2 and ref. 11). An interferogram spanning
the time interval from 19 June 2000 (between the two earthquakes)
to 24 July 2000 shows localized deformation near the eastern, 17
June rupture (Fig. 2a). Following the earthquakes, the ground
moved up towards the satellite radar in quadrants of coseismic
extension (northeast and southwest of the fault) and away in
quadrants of coseismic compression (northwest and southeast of
the fault). The largest LOS displacement is observed northwest of
the fault (23.5 cm), while the two quadrants to the south exhibit
smaller signals. Two other post-seismic interferograms exhibit
similar deformation near the 17 June rupture (Fig. 2f, g). These
interferograms also show LOS ground displacements up towards
(away from) the satellite radar, northeast (northwest) of the 21 June
rupture, but only LOS displacements away from the radar near the
southern end of the fault. A fourth interferogram, spanning 35 days
from 12 August to 16 September shows little or no deformation

(Fig. 2e). Therefore, the post-seismic deformation was a transient
that lasted about 2 months.

Post-seismic deformation can be caused by: (1) creep (afterslip)
on or adjacent to the mainshock rupture14; (2) visco-elastic relaxa-
tion in the lower crust and upper mantle driven by stresses induced
by the mainshock6; (3) poro-elastic rebound due to pore-fluid flow
in response to mainshock induced pore-pressure changes15. We
show here that the SISZ post-seismic deformation is consistent with
poro-elastic rebound, but inconsistent with both afterslip and
visco-elastic relaxation.

The observed post-seismic LOS displacements are opposite in
sense to those from right-lateral strike slip. If the observed signals
were due to creep, as initially was suggested10, the slip would require
left-lateral backslip with a significant component of vertical slip.
The latter is unlikely on these near-vertical faults because no vertical
slip occurred coseismically11. Although the 21 June earthquake
altered the stress on the 17 June fault, these changes do not favour
backslip, as the calculated Coulomb failure stress changes have the
wrong sign to encourage such slip.

Viscous flow of the lower crust or upper mantle is also not a
plausible explanation. The short duration of the deformation
transient would require a viscosity of the order of 1017 Pa s (relaxa-
tion time of 2–3 weeks), which is much lower than viscosity
estimates for the lower crust and upper mantle in Iceland; these
estimates range from 1 £ 1018 to 5 £ 1019 Pa s (refs 16–19). Even
though the viscosity may be low initially after a large stress change6,
a lower-crustal or upper-mantle origin of the signals cannot
be reconciled with the limited spatial extent of the observed
deformation, which is concentrated within 5–10 km of the faults
(Fig. 2a, d).

Large earthquakes cause pore-pressure increase in areas of

 

Figure 1 Map showing the location of the two June 2000 (moment magnitude M w ¼ 6.5)

earthquakes in south Iceland. Inset, the approximate location of the mid-Atlantic plate

boundary in Iceland, which has a full spreading rate of 1.94 cm yr21 (ref. 25). The south

Iceland seismic zone (SISZ) is an east–west-oriented left-lateral transform zone (small

blue box marks area shown in detail). The map shows mainshock epicentres (red stars)

and focal mechanisms (Harvard CMT26), other earthquakes from 21 June to 31 December

2000 (green dots), mapped surface ruptures22 (yellow lines), and model fault traces as

estimated from an inversion of the coseismic GPS and InSAR data for fault geometry11

(purple lines). Also shown is the 17 June coseismic water-level increase (black dots) and

decrease (white dots) in geothermal wells in the area20. Note water-level increase in

compressional quadrants. Solid rectangle marks the area shown in Fig. 2a–d and the

larger dashed rectangle the area covered in Fig. 2f.
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compression and decrease in areas of dilation5,20. These pore-
pressure gradients induce groundwater flow and additional time-
dependent strain21. This poro-elastic rebound results in subsidence
within (coseismic) compressional quadrants and uplift in (coseis-
mic) extensional quadrants. Assuming complete equilibration of
the pore-pressure gradients yields a quadrantal deformation pattern
similar to the observations, especially near the 17 June rupture
(Fig. 2b). Although modelled displacements capture the main
features of the interferometric signals, some differences are evident.
Observed deformation near the southern end of the 17 June rupture
is weaker than at the northern end, indicating either spatially
variable material properties or local rebound that occurred so
rapidly it was not detected. The southern end of the 21 June rupture,
an area of very complex surface faulting, exhibits only subsidence
(Fig. 2f). Complications here include local conjugate east–west-
oriented left-lateral faulting22. In contrast, the poro-elastic compu-
tations are based on a single vertical north–south fault.

Poro-elastic rebound has previously been inferred from InSAR
measurements following the 1992 Landers earthquake15. We find
direct confirmation of pore-pressure recovery using water-level
changes observed in numerous geothermal wells in the SISZ. The
sign of the coseismic water-level changes exhibits a quadrantal
pattern, consistent with the predicted undrained response (Figs 1
and 3a). Water-level changes reverse sign in the post-seismic period
(Fig. 3b). Although there is some variability between wells, the

duration of the water-level recovery is typically 1–2 months,
consistent with the duration of the deformation transient
(Fig. 4a). Interestingly, the two wells located just south of the
17 June fault show faster water-level recovery, indicating high
permeability20 (see well HR in Fig. 4a). This suggests that the
weak deformation signal observed in this area resulted from a fast
rebound that was not captured by the interferograms. The initial
images were acquired 2 days (Fig. 2a) and 7 days (Fig. 2f) after the
17 June earthquake.

Competing models for the time-dependent decay of aftershocks
include changes in fault strength due to poro-elastic relaxation5, and
delayed slip instabilities due to rate- and state-dependent friction on
faults stressed by the mainshock2. We now consider if the unique
measurements collected following the June 2000 earthquakes allow
us to discriminate between these models.

Off-fault aftershocks preferentially occur in quadrants that
experienced decreases in pore-pressure and fault-normal extension
on north–south-oriented faults, that is, northeast and southwest of
the faults (Fig. 1). Post-seismic pore-fluid flow would raise pore
pressure in those quadrants, bringing the faults closer to failure.
However, the duration of the aftershock sequence is much longer
(,3.5 years) than the duration of the observed pore-pressure
transients (Fig. 4b), suggesting that pore-pressure recovery is not
the controlling mechanism. On the other hand, the permeability at
the 3–10-km depth of the aftershocks is likely to be less than that at

Figure 2 Synthetic aperture radar interferograms (InSAR) showing observed and

simulated post-seismic deformation in south Iceland. The interferograms are

unwrapped27, and show ground displacements in the line of sight (LOS) towards the

European radar satellite ERS-2 (range decrease is shown positive). The measurement is

most sensitive to vertical ground motion, as the LOS vectors are roughly [east, north,

up] ¼ [0.38, 20.11, 0.92] for image a acquired from a descending orbit and [20.41,

20.11, 0.90] for image f from an ascending orbit. The post-seismic interferograms span

a, 19 June to 24 July (track 95, frame 2313) and f, 24 June to 29 July (track 173, frame

1287). In a, coseismic deformation caused by the 21 June earthquake, 17 km to the west,

has been removed using a fault-slip model11. Also shown are simulated interferograms of

post-seismic deformation using poro-elastic (b), right-lateral afterslip (c), and visco-

elastic (d) models. The poro-elastic model prediction, b, is calculated using an undrained

Poisson’s ratio nu of 0.31 and a drained Poisson’s ratio n of 0.27 (refs 15, 24, 28), as

well as the coseismic slip distribution for the two earthquakes11. The afterslip model

assumes up to 50 cm of right-lateral slip centred at 8 km depth. The visco-elastic model

has a 10-km-thick elastic crust overlying a visco-elastic half-space with viscosity of

1017 Pa s, chosen to match the time duration of the observed deformation transient. In e

and g the average of LOS displacements profiles (between dashed lines) for

interferograms in a and f are shown, as well as for two other interferograms (not shown)

spanning the time intervals from 21 June (22 h after the 21 June earthquake) to 30

August (ascending track 130, frame 1287), and 12 August to 16 September (descending

track 367, frame 2313). The response from a layered poro-elastic model (green

dashed line), with drainage in only the top 1.5 km of the crust (see Methods section),

shows similar response as the homogenous model (black dashed line and b) when the

difference of the Poisson’s ratios (nu 2 n) is scaled (here by 2).
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the ,1.5-km depth of the geothermal wells. To test whether the
observed surface displacements might have been caused by shallow
drainage, and would thus permit pore pressures at depth to decay on
a timescale commensurate with the aftershocks, we computed the
surface deformation for an end-member layered model. In this
calculation, the permeability between the surface and depth D is
infinite, and the earthquake-induced pore pressures relax instan-
taneously. Below D, the permeability is zero and there is no
drainage. We computed the predicted range change due to complete
draining of the highly permeable near-surface rocks by integrating
the point source response from the surface to depth D (see
Methods). Figure 2e and g shows that by adjusting the difference
between undrained and drained Poisson’s ratios (nu 2 n), it is
possible to fit the observations with only the shallow rocks draining.
Thus, at this point, we cannot rule out deep pore-pressure changes
on the timescale of the aftershocks.

Mainshock stress changes accelerate nucleation patches on neigh-
bouring faults to instability. It has been shown that the time-to-
instability relations, for fault patches subject to rate- and state-
dependent friction, yield Omori-like aftershock decay where earth-
quake rate decreases as 1/time (ref. 2). This model predicts that
aftershock duration ta is proportional to Aj, and inversely pro-
portional to the background stressing rate. Here A is an experimen-
tally determined fault constitutive parameter (0.005–0.02 for most

rocks) and j is effective normal stress. Assuming that the back-
ground stressing rate can be approximated by earthquake stress
drop Dt divided by average recurrence interval t r leads to t a ¼ t rAj/
Dt. For the SISZ, where similar events recur roughly every 100 years,
this model predicts an aftershock duration of 2.5–10 years (for
Dt/Aj of 10–40), which is in good accord with the observed
aftershock decay.

We conclude that poro-elastic rebound dominates the post-
seismic deformation in the first few months after the earthquakes.
Pore pressures in the shallow crust equilibrate too rapidly to explain
the observed aftershock decay, but we cannot at present rule out
longer-term pore-pressure transients in lower-permeability rocks at
the depths of most aftershocks. The data are consistent with after-
shock duration being controlled by time-dependent failure of faults
stressed by the mainshock. A

Methods
Here we explain how surface displacements due to complete draining of a permeable
surface layer are calculated. Pore-pressure changes Dp induce surface displacements ui

given by

uiðxÞ ¼
3ðnu 2 nÞ

Bð1þ nuÞð1 2 2nÞ

ð
DpðyÞ

›gk
i ðx;yÞ

›yk
dVy ð1Þ

where n and nu are the drained and undrained Poisson’s ratios, B is Skempton’s pore-
pressure coefficient, and gk

i is the elastic Green’s function—that is, the displacement at x in
the i-direction due to a point force in the k-direction at y (refs 23, 24). The pore-pressure
change induced by dissipation of the undrained pore pressures is BDj kk/3, where Dj kk/3 is

Figure 3 Coseismic and post-seismic water-level changes in geothermal wells in south

Iceland. a, The 21 June coseismic water-level increase (black dots) and decrease (white

dots) as well as the predicted coseismic pore-pressure change at 0.5 km depth

(normalized by B: Dp /B ¼ 2Djkk /3). b, Post-seismic water-level changes after 21 June

and predicted post-seismic pore-pressure changes (Dp /B ¼ þDjkk /3). Water-level

changes in labelled wells are shown as functions of time in Fig. 4a.

Figure 4 Water-level recoveries and aftershock decay in south Iceland. a, Observed

peak-to-peak LOS displacement (red symbols) across the 17 June fault in several

interferograms indicates that the post-seismic deformation transient lasted 2 months.

Water-level changes (blue lines) show similar recovery of 1–2 months (well locations are

shown in Fig. 3b). Well GS (squares) is located in coseismic compressional quadrants and

experiences post-seismic water-level decline, whereas wells KH (triangles), FL (diamonds)

and HR (circles) are located in coseismic extensional quadrants and exhibit post-seismic

water-level increase. Note the rapid water-level recovery of well HR, located just south of

the 17 June fault. b, Aftershock decay after the 17 June earthquake showing much longer

timescale. Extrapolation of the ongoing aftershock sequence within 5 km of the 17 June

fault predicts a total duration of 3.5 years. Same analysis for the 21 June fault-zone

predicts aftershock duration of 3.3 years.
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the coseismic mean stress change. For a homogeneous half-space we have

›gk
i ðx;yÞ

›yk
¼
ð1 2 2nÞ

2pm

xi 2 yi

R3
ð2Þ

where m is shear modulus, and R is the euclidean distance between x and y. Therefore,
equation (1) can be written as:

uiðxÞ ¼
ðnu 2 nÞ

2pmð1þ nuÞ

ð
DjkkðyÞ

xi 2 yi

R3
dVy: ð3Þ

To determine surface displacements due to complete draining of a permeable surface layer
with thickness D, overlying impermeable rocks, we integrate equation (3) from the surface
to depth D. Note that equation (3) scales with (nu 2 n).
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Plants in urban ecosystems are exposed to many pollutants and
higher temperatures, CO2 and nitrogen deposition than plants in
rural areas1–5. Although each factor has a detrimental or ben-
eficial influence on plant growth6, the net effect of all factors and
the key driving variables are unknown. We grew the same
cottonwood clone in urban and rural sites and found that
urban plant biomass was double that of rural sites. Using soil
transplants, nutrient budgets, chamber experiments and mul-
tiple regression analyses, we show that soils, temperature, CO2,
nutrient deposition, urban air pollutants and microclimatic
variables could not account for increased growth in the city.
Rather, higher rural ozone (O3) exposures reduced growth at
rural sites. Urban precursors fuel the reactions of O3 formation,
but NOx scavenging reactions7 resulted in lower cumulative
urban O3 exposures compared to agricultural and forested sites
throughout the northeastern USA. Our study shows the over-
riding effect of O3 despite a diversity of altered environmental
factors, reveals ‘footprints’ of lower cumulative urban O3

exposures amidst a background of higher regional exposures,
and shows a greater adverse effect of urban pollutant emissions
beyond the urban core.

Urbanization of the globe is accelerating, with potentially large
impacts on vegetation in cities and surrounding areas8. Urban air
contains high concentrations of many gaseous, particulate and
photochemical pollutants (such as NOx, HNO3, SO2, H2SO4, O3

and volatile organic compounds)1,5,6; and urban soils are high in
heavy metals and can be more hydrophobic and acidic than
surrounding rural environments2. Although many of these con-
taminants have detrimental effects on plant growth, urban environ-
ments also have higher rates of nutrient and base-cation
deposition1,5, warmer temperatures (urban ‘heat-island’ effect)3

and increased CO2 concentrations4—factors that often, but not
invariably, enhance plant growth. Given the potential for inter-
actions among all factors9 and the relative absence of studies
examining more than two or three factors in combination, under-
standing the net effect of multiple anthropogenic environmental
changes in an urban environment and the relative importance of the
individual factors remains a major challenge.

We used an inherently fast-growing clone of Eastern cottonwood
(Populus deltoides) as a ‘phytometer’10 to integrate the net growth
response to multiple anthropogenic environmental changes in New
York City compared to surrounding rural environments. Rapid
growth rates, continuous growth throughout the season, and
responsiveness to a range of climatic and pollutant variables11–15

make this widespread riparian and early successional tree species a
suitable indicator. Soil transplants, nutrient budgets, chamber
replication of field conditions and multiple regression approaches
were then used to determine the key driving variables. Urban and
rural site comparisons were selected from known steep pollution
gradients1,16 across relatively short spatial scales (,100 km). Local
variation in light and precipitation was minimized by growing
plants in open fields with drip irrigation. Temperature effects on
season length were controlled by synchronizing transplant and
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